Electroosmotic flow and mixing in microchannels with the lattice Boltzmann method
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Understanding the electroosmotic flow in microchannels is of both fundamental and practical significance for the design and optimization of various microfluidic devices to control fluid motion. In this paper, a lattice Boltzmann equation, which recovers the nonlinear Poisson-Boltzmann equation, is used to solve the electric potential distribution in the electrolytes, and another lattice Boltzmann equation, which recovers the Navier-Stokes equation including the external force term, is used to solve the velocity fields. The method is validated by the electric potential distribution in the electrolytes and the pressure driven pulsating flow. Steady-state and pulsating electroosmotic flows in two-dimensional parallel uniform and nonuniform charged microchannels are studied with this lattice Boltzmann method. The simulation results show that the heterogeneous surface potential distribution and the electroosmotic pulsating flow can induce chaotic advection and thus enhance the mixing in microfluidic systems efficiently. © 2006 American Institute of Physics. [DOI: 10.1063/1.2369636]

I. INTRODUCTION

Recent developments in microfabrication technologies enabled a variety of miniaturized fluidic systems consisting of microducts, valves, pumps, nozzles, heat exchangers, and various other microscale systems. The microfluidic devices offer many advantages over conventionally sized systems, including size compactness, disposability, increased functionality, reduced sample volumes, shorter analysis times, and decreased manufacturing costs.

The technological demands on microfluidic systems require a better understanding of the microscale fluidic and thermal transport phenomena, which differ much from the macroscale, generally described by the Navier-Stokes equation and energy equation. For microscale gaseous flow the rarefaction due to the mean free path being comparable to the characteristic flow length has significant effect on the flow characteristics. For microscale liquid flow surface effects such as surface roughness, molecular interactions, and electrokinetic effect are very important. In this paper we focus on one of the electrokinetic phenomena, electroosmosis. Electroosmosis is a very promising technology for pumping liquid in microdevices. Bulk liquid in a microchannel can be moved by applying an external electric field along the length of the channel.

Furthermore, as mentioned above, tremendous efforts on miniaturization of devices for microelectrochemical or biomedical system and for microscale combustion and fuel cells applications have been made in recent years. Electroosmotic flow in microfluidic systems is limited to the low Reynolds number regime, and mixing in these microfluidic systems becomes a problem due to the negligible inertial effects. As a result species mixing in electroosmotic flow systems is inherently diffusion dominated, requiring both a long mixing channel and retention time to attain a homogeneous solution. Moreover, microstirrers with moving components are usually difficult to build or give serious concern for long-term reliability. It is possible to build micromixers by peristaltic motion or by creating a periodic motion in closed cavities.

Generally speaking, the existing methods with no moving parts for enhancing mixing in electroosmotic flow fall into three categories: time-dependent external electric field, nonuniform zeta potential on the surfaces, and rough wall or irregular microchannel.

In the first category, Soderman and Jonsson theoretically studied electroosmosis in planar and cylindrical geometries with both temporal and spatial resolutions by employing pulsed electric fields. Green et al. reported experimental results of frequency-dependent electroosmosis on planar microelectrodes by using an ac electric field and they also analyzed the same problem based on linearized double layer theory in Ref. 5. Barragan and Bauza have experimentally studied the influence of an alternating sinusoidally electric field applied on the electroosmotic flow. Scott et al. used a theoretical model of electrode polarization to study the strong frequency-dependent ac electroosmotic flow in planar electrode arrays. Oddy et al. experimentally studied the micromixing instability in the oscillating electroosmotic flow. Lastochkin et al. proposed a microfluidic pump and mixer
design based on ac Faradaic polarization. Campisi et al. analyzed transient and steady-state electroosmosis in rectangular charged microchannels and studied the time-dependent response to sudden ac applied voltage differences in case of finite electric double layer. The Debye-Huckel approximation has been adopted to allow for an algebraic solution of the Poisson-Boltzmann problem in Fourier space.

In the nonuniform zeta potential category, Keely et al. theoretically presented the flow profiles in capillaries by varying the zeta potential as a linear function of the length of channel based on the Debye-Huckel theory. Ajdari et al. analyzed electroosmosis with nonuniform surface potential and undulated wall and found circulation regions generated by application of oppositely charged surface heterogeneities to the microchannel wall. Stroock et al. experimentally studied the electroosmotic flows in microchannels both with the surface charge varying along a direction perpendicular to the electric field used to drive the flow and with the surface charge pattern varying parallel to the field. Measurements of both of these flows agree well with theory in the limit of thin double layers and low zeta potential. Herr et al. analytically and experimentally studied the electroosmotic flow in cylindrical capillaries with nonuniform surface potentials. Ren and Li numerically simulated electroosmotic flow in heterogeneous cylindrical microchannel with nonuniform zeta potential by using momentum equation and linearized Poisson-Boltzmann equation. Erickson and Li studied homogeneous and heterogeneous surfaces as a method of enhancing mixing in T-shaped mixers through three-dimensional (3D) finite-element based numerical simulations. Qian and Bao theoretically investigated two-dimensional, time-independent, and time-dependent electroosmotic flows driven by a uniform electric field in a conduit with nonuniform zeta potential distributions along its walls. Fu et al. found that a step change in zeta potential causes a significant variation in the velocity profile and in the pressure distribution by numerically solving the Navier-Stokes equation and the Nernst-Planck equation. Tian et al. used the linearized Poisson-Boltzmann equation and non-linear Poisson-Boltzmann equation to model the electrical double layer and the lattice Boltzmann method coupled with the constraint of current continuity to simulate the microluidic flow field in a rectangular microchannel with nonuniform surface potentials.

With regard to the third category, rough wall or grooved surfaces, serpentine microchannel, T-shape channel, and so on are investigated, and one can see Refs.12,13,22–26 for details.

The recent development of the lattice Boltzmann method (LBM) has provided an alternative simulation tool for computational fluid dynamics. As a derivative of lattice gas automata (LGA), the LBM is different from the conventional numerical methods which solve the usual macroscopic governing equations for the conserved fields. The LBM tries to model the fluid flow by tracking the evolution of the distribution functions of the microscopic fluid particles. That means the LBM provides a method to obtain streaming patterns for complicated systems, which is usually difficult for Navier-Stokes equation-based methods. Recently the LBM has also found success in applications to microfluidics. One can see Refs.28–34 for rarefied gas flow in microfluidic systems. Particularly, some efforts have been made to apply the LBM to electrokinetic systems.20,23,35–38 But most of the studies employed a linearized Poisson-Boltzmann equation or solved the nonlinear Poisson-Boltzmann equation with other numerical methods to obtain the electric potential distribution in the liquid, then used a lattice Boltzmann equation to solve the velocity fields, or the used lattice Boltzmann methods to solve the Poisson-Boltzmann equation have some limitations. Guo et al. give a summary for the previous LBM studies on the electrokinetic flow and proposed a finite-difference-based lattice Boltzmann algorithm.

Motivated by the growing interest in electroosmosis as a reliable no moving parts strategy to pump liquid, to mix liquid, and to control fluid motion in microfluidic devices, we study steady-state and pulsating electroosmotic flow in two-dimensional parallel uniform and nonuniform charged microchannels using the lattice Boltzmann method. In the present work, we used a lattice Boltzmann equation for the nonlinear Poisson-Boltzmann equation to obtain the electric potential distribution and another lattice Boltzmann equation to solve the velocity fields. The benefit of the present approach is the easiness of programming, since the computations of the electric potential field and the velocity field are in the same framework of the LBM and have the same structures. Especially this feature could be more useful for a multiprocessor code in parallel computing applications. Furthermore, we demonstrate their direct applicability to modeling steady-state and pulsating electroosmotic flow in uniform and nonuniform charged microchannels.

The rest of the paper is organized as follows. In Sec. II, we present the discrete Boltzmann equation for the velocity fields and the electric potential. In Sec. III, two numerical tests are conducted to validate the LBM model. Section IV presents numerical simulations of electroosmotic flow and electroosmotic pulsating flow in homogeneous and heterogeneous charged microchannels. A conclusion is given in Sec. V.

II. LATTICE BOLTZMANN EQUATION

A. The lattice Boltzmann equation for velocity fields

The lattice Boltzmann method simulates transport phenomena by tracking the movements of molecule ensembles through the evolution of the distribution function. The lattice Boltzmann equation can be derived from the Boltzmann equation.40 The dimensionless Boltzmann-BGK equation with an external force term \( F \) can be written as

\[
\frac{\partial f}{\partial t} + \xi \cdot \nabla f + F \cdot \nabla \xi = -\frac{f - f^{eq}}{\lambda},
\]  

where \( f = f(\mathbf{r}, \xi, t) \) is the single-particle distribution function in the phase space \( (\mathbf{r}, \xi) \), \( \xi \) is the microscopic velocity, \( \mathbf{r} \) is the space, \( F \) is the external body force which can depend on both space \( \mathbf{r} \) and time \( t \), \( \lambda \) is the relaxation time due to collision, and \( f^{eq} \) is the Maxwell-Boltzmann equilibrium distribution.
where $\rho$, $u$, and $T$ are the macroscopic density, velocity, and the temperature, respectively, $D$ is the dimension of the space, and $R$ is the gas constant. It has been shown that the following lattice Boltzmann evolution equation can be derived from the Boltzmann equation, Eq. (1),

$$ f^{eq} = \frac{\rho}{(2\pi RT)^{D/2}} \exp \left[ -\frac{(\mathbf{u} - \mathbf{u})^2}{2RT} \right], $$

(2)

with $\mathbf{F}$ being the external force acting per unit mass. The second-order Chapman-Enskog approximation of the Boltzmann equation, Eq. (3), recovers the following momentum equations at the Navier-Stokes level:

$$ \rho \left( \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right) = \rho \nu \nabla^2 \mathbf{u} + \mathbf{F}, $$

(4)

with

$$ \mathbf{F} = -\nabla \rho + \mathbf{F}_{\text{ext}} + \rho \mathbf{E}_{\text{int}} + \mathbf{B}_{\text{int}} + \mathbf{F}_V, $$

(5)

where $\nu$ represents the kinetic viscosity; $\rho$ represents the externally applied pressure; $\mathbf{F}_{\text{ext}}$ represents the external forces, including the Lorentz force associated with any externally applied electric and magnetic field; $\rho_i$ represents the net charge density per unit volume at any point in the liquid; $\mathbf{E}_{\text{int}}$ and $\mathbf{B}_{\text{int}}$ are internally smoothed electric and magnetic fields due to the motion of all charged particles inside the fluid, respectively; and $\mathbf{F}_V$ is a single equivalent force density due to the intermolecular attraction. For only an electric field, we have $\mathbf{F}_{\text{ext}} = \rho_e \mathbf{E}_{\text{ext}}$, where $\mathbf{E}_{\text{ext}}$ is the external electric field intensity.

The discrete lattice Boltzmann equation with the BGK collision approximation including an external force term can be written as

$$ f_i^{eq}(r + c_i \delta t + \delta t) = f_i(r, t) = \frac{1}{\tau_v} \left[ f_i(r, t) - f_i^{eq}(r, t) \right] + \frac{\mathbf{F} \cdot (c_i - \mathbf{u})}{RT} f_i^{eq}(r, t), $$

(6)

where $\tau_v = \lambda / \delta t$ is the nondimensional relaxation time. The parameter $c_i$ is the particle discrete velocity. For a square lattice D2Q9 model as shown in Fig. 1, $c_0 = 0$ corresponds to the distribution with zero velocity, $c_i = \{\cos[(i-1)\pi/2], \sin[(i-1)\pi/2])\}$ for $i=1, 2, 3, 4$ and $c_i = \{\cos[(i-5)\pi/2 + \pi/4], \sin[(i-5)\pi/2 + \pi/4]\}$ for $i=5, 6, 7, 8$, where $c = \delta_i / \delta_t$ is the particle streaming speed and $\delta_i$ and $\delta_t$ are the lattice spacing and step size in time, respectively.

In Eq. (6) $f_i^{eq}(i=0, 1, \ldots, 8)$ stands for the equilibrium density distribution function and for the D2Q9 lattice, one obtains the following form:

$$ f_i^{eq} = \rho \omega_i \left[ 1 + \frac{3(c_i \cdot \mathbf{u})}{c^2} + \frac{9(c_i \cdot \mathbf{u})^2}{2c^4} - \frac{3(\mathbf{u} \cdot \mathbf{u})}{2c^2} \right], $$

(7)

where $\omega_i = 4/9$, $\omega_i = 1/9$ for $i = 1, 2, 3, 4$ and $\omega_i = 1/36$ for $i = 5, 6, 7, 8$. The macroscopic variables such as mass density and the momentum density are defined by sums over the distribution functions $f_i(r, t)$.

$$ \rho = \sum_i \rho_i, \quad \rho \mathbf{u} = \sum_i \rho_i \mathbf{c}_i. $$

(8)

The kinetic viscosity is

$$ \nu = \frac{(2\tau_v - 1) \delta_i}{6 \delta_t}, $$

(9)

and the speed of sound is

$$ c_s = \frac{1}{\sqrt{3}} c. $$

(10)

For electrokinetic flows in dilute electrolyte solutions, the external force term in Eq. (5) can be simplified to

$$ \rho \mathbf{F} = -\nabla \rho + \rho_e \mathbf{E}_{\text{ext}} - \rho_e \nabla \mathbf{F}, $$

(11)

where $\mathbf{F}$ is the stream electric potential caused by the ion movements in the solution based on the Nernst-Planck theory. Generally, the stream potential maybe dominate the electrolysis effect in pressure driven flow, but its value is much less than the external potential and can be neglected in pure electrical driven flows.

**B. The lattice Boltzmann equation for electric potential**

According to the theory of electrostatics, the relationship between the electric potential in the liquid, $\psi$, and the net charge density per unit volume, $\rho_e$, at any point in the liquid is described by the following Poisson equation:

$$ \nabla^2 \psi = -\frac{\rho_e}{\varepsilon \varepsilon_0}, $$

(12)

where $\varepsilon$ is the relative dielectric constant of the solution and $\varepsilon_0$ is the permittivity of a vacuum. Assuming that the equilibrium Boltzmann distribution is applicable, the net charge density distribution can be expressed as the sum of all the ions in the solution,

$$ \rho_e = \sum_i z_i n_i \varepsilon \exp \left( -\frac{z_i e \psi}{k_B T} \right), $$

(13)

where $n_i \varepsilon$ and $z_i$ are the bulk ionic concentration and the valence of type $i$ ions, respectively. The bulk ionic concentration $n_i$ can be expressed as the product of the ionic molar concentration of $c_i$ with the Avogadro’s number of $N_0$. Constant $e$ is the charge of a proton, $k_B$ is the Boltzmann constant, and $T$ is the absolute temperature. Substituting Eq. (13)
into Eq. (12) yields the nonlinear Poisson-Boltzmann equation,
\[ \nabla^2 \psi + \frac{1}{\varepsilon \varepsilon_0} \sum_i z_i e n_{i,eq} \exp \left( -\frac{z_i e \psi}{k_B T} \right) = 0. \tag{14} \]
Comparing the above equation with the special case of the steady-state laminar incompressible energy equation when the velocity is zero and the thermal diffusivity is unity, we can derive the following discrete lattice Boltzmann evolution equation for the electric potential similar to the treatment of the energy equation in Ref. 43:
\[ g_i(r + c_i \delta_{x/g}, t + \delta_{t/g}) = g_i(r, t) - \frac{\delta_{t/g}}{\tau_g + 0.5 \delta_{t/g}} \left[ g_i(r, t) - g_i^{eq}(r, t) \right] + \left( \frac{\tau_e}{\tau_g} + 0.5 \delta_{t/g} \right) \times \left[ \frac{1}{\varepsilon \varepsilon_0} \sum_i z_i e n_{i,eq} \exp \left( -\frac{z_i e \psi}{k_B T} \right) \right] \delta_{t/g} \omega_i. \tag{15} \]
The corresponding equilibrium distribution of \( g_i^{eq} \) on the D2Q9 discrete lattice, similar to the energy density equilibrium distribution in Ref. 43, takes the form
\[ g_0^{eq} = 0, \]
\[ g_{1,2,3,4}^{eq} = \frac{\psi}{9} \times \frac{3}{2} = \frac{\psi}{6}, \]
\[ g_{5,6,7,8}^{eq} = \frac{\psi}{36} \times 3 = \frac{\psi}{12}. \tag{16} \]
Corresponding to the thermal diffusivity in the energy equation, the potential diffusivity \( \chi \), which is equal to unity in the simulations, can be defined as
\[ \chi = \frac{2 \tau_e}{3 \delta_{t/g}}. \tag{17} \]
The macroscopic electric potential in the liquid is calculated as
\[ \psi = \sum_i g_i + \frac{\delta_{t/g}}{2} \sum_i \left[ \frac{1}{\varepsilon \varepsilon_0} \sum_i z_i e n_{i,eq} \exp \left( -\frac{z_i e \psi}{k_B T} \right) \right] \omega_i. \tag{18} \]
The present LBM method is relatively simple and can be straightforwardly extended to three-dimensional problems by using D3Q15 (Ref. 42) or D3Q19 lattice model,\cite{44} and, in particular, it is of good numerical stability and of flexibility to deal with complex geometries, since general boundary conditions are easily implemented without special attention.

If assuming uniform dielectric constant and neglecting the fluctuation of the dielectric constant, in other words, the ion-convection effects will be relatively smaller than the ion diffusion effects and can be neglected when the Peclet number is smaller than 100,\cite{48} the net charge density distribution is proportional to the concentration difference between the cations and anions,
\[ n_+ = n_- \exp \left( \frac{z_+ e \psi}{k_B T} \right), \tag{19} \]
and thus it yields the following nonlinear Poisson-Boltzmann equation for the electrical potential in the dilute electrolyte solution:
\[ \nabla^2 \psi = \frac{2 \varepsilon_0 n_{eq} \sinh(z e \psi / k_B T)}{\varepsilon \varepsilon_0}. \tag{20} \]
Furthermore, if \( z e \psi / k_B T \) is small, the term in Eq. (21) can be assumed as \( \sinh(z e \psi / k_B T) = z e \psi / k_B T \); equation (21) recovers the following linearized Poisson-Boltzmann equation:
\[ \nabla^2 \psi = \frac{2 n_{eq} e^2 z^2 e \psi}{\varepsilon \varepsilon_0 k_B T} = \frac{\psi}{\lambda_D^2}. \tag{22} \]
The linearized simplification of Eq. (22) was solved or employed in Refs. 5,10-13,16,46-48. The Debye length \( \lambda_D \), a measure of the distance over which an individual charged particle can exert an effect, is calculated by
\[ \lambda_D = \sqrt{\frac{\varepsilon_0 k_B T}{2 n_{eq} e^2 z^2}}. \tag{23} \]

C. The boundary condition for the lattice Boltzmann equation

Attention is now turned to the boundary conditions. In the LBM and the LGA, the so-called nonslip boundary condition, namely, zero fluid velocity at a given solid surface, is obtained usually with bounce-back reflection. The easy implementation of this nonslip velocity condition by the bounce-back scheme supports the idea that the LBM is ideal for simulating fluid flows in complex geometries. However, it has been confirmed that the bounce-back scheme is only of first order in numerical accuracy at the boundaries,\cite{39} which degrades the LBM, because numerical accuracy of the LBM is of second order in the interior points. To overcome this shortage, many improvements have been proposed. Ziegler\cite{50} shifted the boundary into the fluid by half mesh unit and then used the bounce-back scheme. Inamuro \textit{et al.}\cite{51} introduced a nonslip boundary condition in which a counter slip thermal energy density which is small, the term in Eq. (21) was solved or employed in Refs. 5,10-13,16,46-48. The Debye length \( \lambda_D \), a measure of the distance over which an individual charged particle can exert an effect, is calculated by
\[ \lambda_D = \sqrt{\frac{\varepsilon_0 k_B T}{2 n_{eq} e^2 z^2}}. \tag{23} \]
work. For the channel inlet and the outlet, we employed periodic boundary conditions by assuming a fully developed flow.

### III. VALIDATION OF THE MODEL

#### A. The electroosmotic potential distribution in the liquid

The simple geometry of an electrolyte confined between two parallel plates is considered. The lower and upper surfaces are defined by $y=0$ and $y=H$. Unless otherwise mentioned, in this paper, the simulated channel height is $H=1\,\mu m$, $\varepsilon\varepsilon_0=6.95\times10^{-10}\,C^2/J\,m$, $T=273\,K$, $e=1.6\times10^{-19}\,C$, $z=1$, $N_0=6.02\times10^{23}$, $k_B=1.38\times10^{-23}\,\frac{J}{K}$, $\rho=1000\,kg/m^3$, and $\nu=1.789\times10^{-5}\,m^2/s$. Figure 2 shows the electric potential distribution across the channel. The open symbols in the figure represent the LBM results for the nonlinear Poisson-Boltzmann equation, the solid lines represent the analytical solutions of the linearized equation, and the dashed lines represent the results by numerically solving the nonlinear Poisson-Boltzmann equation with the finite volume method using our own developed code. The electric potential in the liquid between the channels is decreasing with an increase in the zeta potential, which implies that the zeta potential is very small; however, the discrepancy increases as the zeta potential increases, which agrees with the linearized analytical solutions very well when the channel height is $1\,\mu m$, which is comparable to the channel height, $1\,\mu m$. Comparing the four cases shown in the figure, we can see that as the zeta potential increases or as the external electric field intensity increases, the velocity in the electroosmotic flow nearly increases proportionally. However, for the case shown in Fig. 4(b) with the Debye length $0.9219\,\mu m$, which is comparable to the channel height, $1\,\mu m$, we can see that the maximum velocity in the electroosmotic flow still nearly increases proportionally as the external electric field intensity increases while the maximum velocity increases more rapidly as the zeta potential increases.

In Fig. 5, the zeta potential on the upper and bottom walls keeps at $\zeta=-50\,mV$ and the external electric field intensity parallel to the plane channel keeps at $E=500\,V/m$. From the bottom to the upper, the bulk ionic molar concentrations are $c_i=10^{-8}$, $10^{-7}$, $10^{-6}$, $10^{-5}$, $10^{-4}$, and $10^{-3}\,mol/l$ and the corresponding Debye lengths are $2.915$, $0.9219$, $0.2915$, $0.09219$, $0.02915$, and $0.0092\,\mu m$. Namely, as the bulk ionic concentration increases, the Debye length decreases. From the figure we can see that as the bulk ionic

\[
\frac{\partial p}{\partial x} = \text{Re}[Ae^{i\omega t}],
\]
concentration increases, the velocity profiles across the channel develop sharp features in the near vicinity of the wall. We can also see that the velocity increases sharply very near the wall and then keeps a constant nearly in the most of channel region when the Debye length is much lower than the channel height. But the velocity profiles across the channel present to be obvious parabolas as the magnitude of the Debye length increases. More specifically, we can see that the maximum velocity nearly keeps a constant for the shown bulk ionic concentration range of $c_{s} = 10^{-3} - 10^{-5}$ mol/l when the ratio of the channel height to the Debye length is larger than about 10.

Figure 6 presents the channel height effect on the velocity. From Figs. 6(a) and 6(b) we also find that the velocity distributions in the channel centerline region and the maximum velocity nearly keep a constant when the ratio of the channel height to the Debye length is larger than about $10$.

**B. Electroosmotic pulsating flow in homogeneous microchannels**

We study the fluid flow in microchannel geometries by changing the polarity of the externally imposed electric field. Similar to experimental work in Ref. 4, we used very high frequency electric fields to drive the flow. The time periodic external electric intensity is

$$ E = \text{Re}[E_0 e^{i\omega t}], $$

with an amplitude $E_0$ and a frequency $\omega$. In the simulations, the time step is $\delta t = 2.5 \times 10^{-12}$ s. $T_E$ represents the period of the externally imposed electric field normalized by $\delta t$ and the external frequency $\omega = 2\pi/(T_E \delta t)$. The bulk ionic concentration is $c_s = 10^{-4}$ mol/l and the corresponding Debye length is $0.02915 \ \mu m$.

Comparing Figs. 7(b) and 7(a), we can see that as the external electric field intensity increases, the magnitude of the velocity increases proportionally. Similar to the pressure driven pulsating flow, when the period is short the velocity profiles are quite complicated; strong annular effects occur in
the velocity profiles. As the frequency decreases, the annular effect weakens gradually in the channel. The results show that the time periodic electroosmotic forces act on the fluid as a pulse and can promote mixing effectively.

C. Electroosmotic flow in heterogeneous microchannels

Let us consider a channel consisting different materials. The employed nonuniform surface potentials are shown in Fig. 8 and Table I. It may be possible to fabricate such a microchannel by using different materials on various portions of the channel surface. In practice, it is also possible to obtain variations in the zeta potential due to the contamination in the microchannel walls, variations in the wall coating, or gradients in the buffer $p_{H_2}$. The studied total streamwise length of the channel is six times of the channel height. In the simulations, we set $E=500$ V/m, $c_1=10^{-4}$ mol/l, and the corresponding Debye length is 0.029 15 m, $\zeta=-50$ mV, and $E=500$ V/m. From the left to the right, the channel heights are $H=0.05, 0.08, 0.1, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.5, 1.8, 2.0, 2.2, 2.5, 2.8, 3.0, 3.2, and 3.5 \mu m$, respectively.

![Fig. 4](image1.png)

**FIG. 4.** The streamwise velocity profiles at various external electric field intensities and zeta potentials. (a) $c_1=10^{-4}$ mol/l. (b) $c_1=10^{-2}$ mol/l.

![Fig. 5](image2.png)

**FIG. 5.** The streamwise velocity profiles at various bulk ionic molar concentrations. From the bottom to the upper, the bulk ionic molar concentration is $c_1=10^{-8}, 10^{-7}, 10^{-6}, 10^{-5}, 10^{-4}$ mol/l, respectively.

![Fig. 6](image3.png)

**FIG. 6.** The streamwise velocity profiles for various channel heights. (a) $c_1=10^{-4}$ mol/l, the Debye length is 0.2915 \mu m, $\zeta=-50$ mV, and $E=500$ V/m. From the left to the right, the channel heights are $H=0.1, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.5, 1.8, 2.0, 2.2, 2.5, 2.8, 3.0, 3.2,$ and $3.5 $ \mu m, respectively. (b) $c_1=10^{-4}$ mol/l, the Debye length is 0.029 15 \mu m, $\zeta=-50$ mV, and $E=500$ V/m. From the left to the right, the channel heights are $H=0.05, 0.08, 0.1, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.5, 1.8, 2.0,$ and $2.2 $ \mu m, respectively.
circulations can occur near a heterogeneous region. The fluid rotates in opposite directions in red (dark) and blue (white) areas and the sizes of the vortex appear to be the same. Also the absolute values of the maximum velocities in each vortex are the same. The different sizes of circulation regions between case 1 and case 2 show that the dimension of the heterogeneous patches has significant effect on the flow field patterns. For different distributions of the surface potential, the secondary flow in the channel varies much. Comparing case 3 with case 2 we can find that opposite vortices exist in the streamwise direction for case 2 while opposite vortices exist both in the streamwise direction and spanwise direction simultaneously. The mixing effect for case 3 is obviously more enhanced. We can make the flow patterns transform periodically from case 1 to case 3 by controlling the wall zeta potential periodically. Thus we can increase the disturbance in the fluid and enhance the mixing efficiency remarkably.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
Case & U1/L1 & U2/L2 & U3/L3 & U4/L4 & U5/L5 & U6/L6 \\
\hline
1 & 1/-1 & 1/-1 & -1/1 & -1/1 & 1/-1 & -1/-1 \\
2 & 1/-1 & -1/1 & 1/-1 & -1/1 & 1/-1 & 1/-1 \\
3 & 1/1 & -1/-1 & 1/1 & -1/-1 & 1/1 & -1/-1 \\
\hline
\end{tabular}
\caption{Heterogeneous zeta potential distribution normalized by $\xi_0 = 50 \text{ mV}$ on the upper and lower walls.}
\end{table}

D. Electroosmotic pulsating flow in heterogeneous microchannels

In this section, we investigated the electroosmotic pulsating flow in heterogeneous microchannels. The studied channel, the nonuniform wall potential distribution, and the bulk ionic molar concentration are the same with those in the above section. But the external electric field parallel to the channel length alternates with the time periodically as in Eq. (25) with $E_0 = 500 \text{ V/m}$.

To save article space, we just show in Fig. 10 the streamlines for case 2 at eight different times. We can see that different flow patterns occur at different times. From the transformation between the eight different streamlines, we can see that the fluid can be mixed completely both in the streamwise direction and in the spanwise direction in one
period. This enables a reduction in the mixing channel length and an improved degree of mixing efficiency.

V. CONCLUSIONS

Motivated by the growing interest in electroosmosis as a reliable no moving parts strategy to pump liquid, to mix liquid, and to control fluid motion in microfluidic devices, we have studied steady-state and pulsating electroosmosis flow in two-dimensional parallel uniform and nonuniform charged microchannels. We have used a lattice Boltzmann equation, which recovers the nonlinear Poisson-Boltzmann equation, to solve the electric potential distribution in the electrolytes, and used another lattice Boltzmann equation, which recovers the Navier-Stokes equation including the external force term, to solve the velocity fields. We have validated the method using the electric potential distribution and the pressure driven pulsating flow which both have analytical solutions.

For the electroosmotic flow in homogeneous microchannels, by studying the effects of the bulk ionic concentration and channel height, we find that the velocity profiles exhibit a sharp variation very near the walls and the maximum velocity nearly keeps a constant in the most of the channel centerline regions if the ratio of the channel height to the Debye length is larger than about 10.

If the Debye length is much lower than the channel height, the velocity in the electroosmotic flow nearly increases proportionally as the zeta potential increases or as the external electric field intensity increases. However, if the Debye length is comparable to the channel height, the maximum velocity in the electroosmotic flow still nearly increases proportionally with the increase of the external electric field intensity while the maximum velocity increases more rapidly as the zeta potential increases.

For the electroosmotic pulsating flow in homogeneous microchannels, the magnitude of the velocity increases proportionally as the external electric field intensity increases. Annular effects are strong in the velocity profiles when the period is short. As the frequency decreases, the annular effect weakens in the channel.
For the electroosmotic flow and electroosmotic pulsating flow in heterogeneous microchannels, heterogeneous surface potential distribution can improve mixing efficiency greatly. For pulsating flow in heterogeneous microchannels, the fluid can be mixed completely in the whole microchannel in one period if the heterogeneous surface potentials are distributed correctly. This allows one to design microfluidic mixers with high efficiency that utilize chaotic advection without any moving components.
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